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20. ABSTRACT

To create a parallel program, programmers must decide what parallelism to exploit,
and choose the associated data distribution and communication. Since a typical
algorithm has much more potential parallelism than any single architecture can
effectively exploit, programmers usually express only the exploitation of parallelism
appropriate to a single machine. Unfortunately, parallel architectures vary widely.
A program that executes efficiently on one architecture may execute badly, if at all,
on another architecture. To port such a program to a new architecture, we must
rewrite the program to remove any ineffective parallelism, to introduce any
parallelism appropriate for the new machine, to re-distribute data and processing,
and to alter the form of communication.

Architectural adaptability is the ease with which programmers can tune or port a
program to a different architecture. The thesis of this dissertation is that control
abstraction is fundamental to architectural adaptability for parallel programs. With
control abstraction, we can define and use a rich variety of control constructs to
represent an algorithm'’s potential parallelism. Since control abstraction separates
the definition of a construct from its implementation, a construct may have several
different implementations, each providing different exploitations of parallelism. By
selecting an implementation for each use of a control construct wvith annotations,
we can vary the parallelism we choose to exploit without otherwise changing the
source code.

We present Matroshka, a programming model that supports architectural
adaptability in parallel programs through object-based data abstraction and closure-
based control abstraction. Using the model, we develop several working example
programs, and show that the example programs adapt well to different architectures.
We also outline a programming method based on abstraction. To show the
implementation feasibility of our approach, we describe a prototype language based
on Matroshka, describe its implementation, and compare the performance of the
prototype with existing programs.
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Abstract

To create a parallel program, programmers must decide what parallelism to exploit,
and choose the associated data distribution and communication. Since a typical algo-
rithm has much more potential parallelism than any single architecture can effectively
exploit, programmers usually express only the exploitation of parallelism appropriate
to a single machine. Unfortunately, parallel architectures vary widely. A program that
executes efficiently on one architecture may execute badly, if at all, on another archi-
tecture. To port such a program to a new architecture, we must rewrite the program to
remove any ineffective parallelism, to introduce any parallelism appropriate for the new
machine, to re-distribute data and processing, and to alter the form of communication.

Architectural adaptability is the ease with which programmers can tune or port
a program to a different architecture. The thesis of this dissertation is that control
abstraction is fundamental to architectural adaptability for parallel programs. With
contro} abstraction, we can define and use a rich variety of control constructs to rep-
resent an algorithm’s potential parallelism. Since control abstraction separates the
definition of a construct from its implementation, a construct may have several different
implementations, each providing different exploitations of paralleiism. By selecting an
implementation for each use of a control construct with annotations, we can vary the
parallelism we choose to exploit without otherwise changing the source code.

We present Matroshka, a programming model that supports architectural adapt-
ability in parallel programs through object-based data abstraction and closure-based
control abstraction. Using the model, we develop several working example programs,
and show that the example programs adapt well to different architectures. We also
outline a programming method based on abstraction. To show the implementation
feasibility of our approach, we describe a prototype language based on Matroshka, de-
scribe its implementation, and compare the performance of the prototype with existing
programs.
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1 — Introduction

Likewtse, when a long series of identical computations is to be performed,
such as those required for the formation of numerical tables, the machine
can be brought into play so as to give several results at the same time,
which will greatly abridge the whole amount of the processes.

— General [. F. Manabrea, 1842, referring to Charles Babbage’s
Analytical Engine, the first computer.

Most current computers execute sequentially, one operation at a time. The great speed
at which these computers execute their cperations gives them their computing power.
Unfortunately, further increases in the speed of execution are becoming expensive; so
there is a practical limit on the computational power of cost-effective sequential comput-
ers. We can get more cost-effective computing power by using computers that execute
many operations at a time, in parallel. Unlike sequential computers, there are many dif-
ferent ways to organize parallel computers. Furthermore, programmers often assume one
particular organization when writing parallel programs. While the resulting programs
execute efficiently on one computer, they often execute poorly on another. Rewriting
the programs to execute efficiently on the second computer is often as difficult as start-
ing over from scratch. This dissertation describes how to write programs that take little
effort to make them execute efficiently on a wide variety of parallel computers.

1.1 Architectures and Programming

In developing a computer program, programmers have two tasks. First, they must
identify an algorithm for solving the problem; and second, they must implement that
algorithm on the computer at hand. For the past forty years, nearly all computers
have had a von Neumann architecture [Burks et al., 1946], in which operations proceed
sequentially. Programs that execute efficiently on one von Neumann computer will al-
most always execute efficiently on another. As a result of this stability in architecture,
most programmers and programming languages can safely assume a von Neumann ar-
chitecture. The assumption has become so safe that it is implicit in most programs and
programming languages. Indeed, the reliance on sequential execution is so prevalent
that the term ‘algorithm’ usually means a sequential algorithm unless explicitly stated
otherwise.




The von Neumann architecture has remained prevalent because manufacturers have
been able to increase the speed of computers by increasing the speed of their electrical
components, and by using parallelism in the implementation of the architecture. Unfor-
tunately, both of these techniques are reaching their limits. First,increasing the speed of
the basic electrical components is progressively more expensive. Second, the frequency
of conditional branches within most von Neumann programs limits the effectiveness of
parallelism in the implementation of a von Neumann architecture. We are now reaching
the limits at which we can cost-effectively provide increased computing power solely
though faster implementations of the von Neumann architecture. As computational
speeds increase, architectures that provide parallelism will be more cost effective than
the von Neumann architecture.

In contrast to sequential computers, parallel computers have a wide variety of ar-
chitectures. They may provide a single instruction stream that operates on many data
streams (SIMD), or they may provide many independent instruction and data streams
(MIMD). For example, the Iliac-IV broadcasts the same instruction to 64 processors
while each Cm* processor executes instructions independently. Existing parallel com-
puters provide from one (e.g. the Cray 1) to 65536 (e.g. the Connection Machine)
processors. Computers may provide information storage in three different ways. They
may provide storage that all processors access equally (e.g. the Sequent Balance); they
may split the storage among processors so that accessing another processor’s portion
is more expensive (e.g. the BBN Butterfly); or they may not provide any access to
another processor’s portion (e.g. the Hypercube). When processors cannot directly ac-
cess non-local storage, they must communicate with other processors for the necessary
information. Computers may communicate via high-speed inter-processor networks,
medium-speed local-area networks, and low-speed long-distance networks. Any single
difference in these characteristics leads to qualitatively different architectures, so there
are many potential architectures.

Although an algorithm may have an efficient implementation on a wide range of
architectures, each class of architecture may exploit a different subset of the parallelism
inherent in the algorithm. Unfortunately, the implementation of a parallel algorithm
on one architecture may provide little leverage in finding an efficient implementation on
another architecture. To implement an algorithm on a particular machine, we must do
three things.

Identify and Exploit Parallelism: Algorithms generally contain more potential paral-
lelism than any one machine can effectively ezploit; so we must select the subset of
potential parallelism that we wish to exploit. This subset depends on the number
of processors, the overhead associated with starting a parallel activity, and the
overhead associated with any necessary synchronization. Since these factors dif-
fer depending on the architecture, the appropriate exploitation of parallelism will
depend on the architecture. For example, the Transputer has hardware support
for quickly creating and managing parallel activities, so programs executing on
the Transputcr can efficiently manage more parallel activities than programs on
many other machines.




Distribute Data and Processing: Parallel architectures can execute more quickly when
the data a processor needs is close to the processor. For example, programs on
the BBN Butterfly can access memory local to the processor five to fifteen times
faster than memory local to another processor. When we distribute data and
computational tasks so that tasks that share data are close to the data and to
each other, the overall efficiency of the program will be greater.

Choose Communication: Communication in shared-memory multiprocessors (e.g. the
Sequent Balance) can be several orders of magnitude faster than communication
in distributed memory machines (e.g. the Hypercube). The cost of communication
affects the parallelism that programmers can exploit efficiently. Some architectures
provide several forms of communication so that programmers can exploit a wider
range of parallelism. Programmers must choose the communication mechanisms
that are appropriate to the parallelism exploited.

Because of the wide variety of parallel architectures and the many possible interleav-
ings of statement executions, implementing a parallel algorithm is a difficult problem.
There are two primary approaches to solving this problem. The first approach relies on
the programmer to express explicitly the parallelism in an algorithm and its implemen-
tation on an architecture. The second approach relies on the programming language
translator to accept non-parallel descriptions of an algorithm (sequential or declarative)
and find the appropriate parallelism for a machine. While the second approach results
in less work for the programmer, current translators produce programs that execute
slowly relative to explicitly parallel programs. We use parallel computers for the speed
advantage they provide over sequential computers. However, parallel computers have
modest potential [Snyder, 1986), at best they can improve computational speed linearly
in the number of processors. So, users are often willing to invest considerable effort
in making efficient use of parallel computers. Any language translator that introduces
much inefficiency will exclude the set of users that care most about performance —
exactly those users of parallel computers. Because of the desire for efficient execution,
this dissertation concentrates on explicitly parallel imperative languages.

1.2 Architectural Adaptability

When writing an explicitly parallel program, programmers typically limit consideration
to the parallelism in the algorithm that a given machine can effectively exploit, and
ignore any other potential parallelism. The resulting programs embed assumptions
about the effective granularity of parallelism, the distribution of processing and data,
and the cost of communication and synchronization. While this approach may result
in an efficient implementation of the algorithm under a single set of assumptions, the
program is difficult to adapt to a different set of assumptions because the distinction
between potential and exploited parallelism has been lost. All that remains in the
program is a description of the parallelism that is most appropriate for our original
assumptions about the underlying machine. When an architecture violates any of these
assumptions, the program must be restructured to avoid a potentially serious loss of
performance. This restructuring can be complex, because the underlying assumptions




are rarely explicit, and the ramifications of each assumption are difficult to discern. For
example, programs written for a shared-memory machine will communicate through
variable access without explicitly noting the resulting communication. Emulating this
shared memory access on a computer without shared memory may or may not be
effective, depending on the program. Assuming characteristics of a given machine in
the development of a parallel program will limit the range of machines for which the
program is efficient.

We might want to change the architectural assumptions in a parallel program for
two reasons:

Tuning: We may not be able to predict a priori those sources of parallelism in an
algorithm that are most appropriate for an architecture (or a particular class of
input values). Changing an incorrect exploitation of parallelism can be a complex,
ad hoc task, similar to the problem of changing data representations in a program
lacking data abstraction.

Porting: We may wish to port programs from one architecture to another and to vary
the number of processors in use. Since parallel architectures vary widely, different
implementations of the same program will usually exploit different opportunities
for parallelism. Uncovering and exploiting these opportunities can result in a
massive restructuring of the program.

Architectural adaptability is the ease with which programs can be tuned or ported to
different architectures. We can measure architectural adaptability by the extent of
source code changes necessary to adapt a program to an architecture, and the intellectual
effort required to select those changes.

A programming system provides architectural independence over a range of archi-
tectures when it automatically selects the exploitation of parallelism for a particular
architecture in that range, and the programmer makes no architecture-specific changes.
Given the difficulty of achieving true architectural independence, this dissertation re-
lies on a simple mechanism, annotations, that enables the programmer to select the
exploited parallelism without significant changes to the rest of the source program.
Changing annotations will usually suffice to adapt a program to an architecture. Where
changes to source code are necessary, we would like to minimize both the number of
changes and the effort required to make the changes.

1.3 Statement of Thesis

Achieving architectural adaptability is easier when the program separates the expression
of an algorithm from its implementation on a given machine. For instance, in explicitly
parallel imperative programs we need to specify the potential parallelism in an algo-
rithm and then separately specify its exploitation in a given implementation. With this
separation, we can specify the potential parallelism during program design, and later
choose an implementation during program debugging and tuning.

The separation of the specification of potential parallelism from its implementation
is an example of abstraction. In programming, abstraction is the process of separating



the use of something from its implementation. Programming language designers almost
necessarily use abstraction in the development and definition of their languages. While
this is an effective use of abstraction, the process of abstraction is most useful when
application programmers can continue the process in the development of their programs.
In applying abstraction to parallel programming, we can use abstractions to represent
potential parallelism, distribution and communication, and then use implementations
of those abstractions appropriate for a given machine. While any given implementation
may exploit only a small subset of the potential parallelism, the program expresses all
potential parallelism.

Explicitly parallel imperative programs use control flow constructs, such as fork,
cobegin, and parallel for, to introduce parallel execution. Since the expression of par-
allelism in these programs is fundamentally an issue of control flow, control abstraction
should aid architectural adaptability. Control abstraction is the process of separating
the use of a control construct from its implementation. In particular, control abstrac-
tion can separate the semantics of statement sequencing from the implementation of
statement sequencing.

Control abstraction aids architectural adaptability in three ways, corresponding to
our original list of implementation problems.

Identify and Exploit Parallelism: We can use control abstraction to define control con-
structs that represent an algorithm’s potential parallelism, and define several im-
plementations for those constructs that exploit different subsets of the potential.
The algorithm determines the control constructs used to represent potential paral-
lelism; the architecture determines the implementations used to exploit parallelism.

Distribute Data and Processing: We can use data abstraction to define data structures
that may be distributed, and exploit different distributions with different im-
plementations of the data abstractions. However, data distribution alone is not
enough, we must also distribute processing. Again, we can use control abstrac-
tion to define control operations that distribute processing and to define control
operations on distributed data structures that distribute the processing with the
data.

Choose Communication: We can use argument passing in procedural abstraction (a
form of control abstraction) to represent potential communication. We can then
choose different exploitations of communication by selecting the appropriate imple-
mentation of procedure invocation. Implementations include the typical machine
branch implementation and remote procedure call implemented with messages.

Control abstraction is a central part of a general solution to each implementation. We
intend to show that control abstraction is an effective means for achieving architectural
adaptability in ezxplicitly parallel imperative programs.




1.4

Dissertation Overview

A parallel programming system must provide more than just control abstraction to be
effective. To test and support the ideas presented in this dissertation, we

designed the Matroshka (Marpémxa)! parallel programming model to support
architectural adaptability in parallel programming;

designed the Natasha (Hardmwa)? prototype programming language using the Ma-
troshka model;

implemented a compiler and runtime library for Natasha;
programmed several example applications; and

executed these examples to test their effectiveness.

Chapter 2 discusses some early parallel languages, the problems they present for
architectural adaptability, and related work in solving these problems. Chapter 3 intro-
duces the Matroshka model for parallel programming, with examples using the Natasha
prototype programming language. (Appendix A provides the complete Natasha lan-
guage definition.) Chapter 4 introduces control abstraction and its application to ar-
chitectural adaptability. Chapter 5 presents several extended examples of programming
for architectural adaptability. Chapter 6 discusses a method for achieving architectural
adaptability with abstraction. Chapter 7 presents the prototype implementation of
Natasha and the optimizations that make it competitive in performance with standard
sequential languages. Finally, chapter 8 presents the conclusions.

'Matroshka (also transliterated as Matréska) are the wooden Russian dolls where the smallest nests
within the next smallest and so on. They lock somewhat like squat bowling pins and are painted to
depict Russian peasant women.

?Natasha (also transliterated as Natasa) is an instance of a Russian peasant woman.




2 — Related Work

Pereant, inquit, qui ante nos nostra direrunt.
[Confound those who have said our remarks before us.]

— Aelius Donatus, fourth century A.D.

To create a parallel program, a programmer must decide what parallelism to exploit, how
to distribute data and processing among processors, and how to communicate between
parallel tasks. This chapter first discusses early programming language support in
solving these problems and then presents several techniques that address each of these
problems in the context of architectural adaptability.

2.1 Early Parallel Languages

Early parallel programming languages were intended as tools to program a specific ar-
chitectural model rather than as a general means for specifying parallel algorithms. As
such, early languages provided separate mechanisms that represented different features
of the class of real machines for which the languages were intended. These mechanisms
reflected the parallelism, distribution and communication costs of their architectures.
For example, Concurrent Pascal [Brinch Hansen, 1975] provided cobegin ...ccand con-
struct to represent the concurrent execution of statements. Statements shared storage
at a fine grain. This reflected Concurrent Pascal’s expected used as a language for
concurrent programming on a uniprocessor. Distributed computing, in which comput-
ers share no storage but communicate by passing messages, attracted many languages.
These include PLITS [Feldman, 1979], which provided extensive facilities for handling
messages between autonomous processes, and Distributed Processes [Brinch Hansen,
1978], which provided an early form of remote procedure call. In essence, these lan-
guages presented virtual machines that closely matched real machines. The advantage
these languages provided was that the virtual machines presented by the languages were
easier to program than the real machines.

In a distributed system, communication between different processors typically costs
two orders of magnitude more than communication within a processor. Many dis-
tributed programming languages such as PLITS [Feldman, 1979} and *MOD [Cook.
1980]. make distributed objects visible within the language under the assumption that
programmers will manage visible costs more effectively than invisible costs. The result-
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ing programs often execute efficiently only on that architecture or architectures that can
emulate it efficiently. This issue is especially important because, unlike the von Neu-
mann architecture for sequential computers, there is no generally accepted archetype
for parallel computers. For example, programming languages based on shared memory
do not execute well on distributed systems.

2.1.1 The Multiple Mechanism Problem

When parallel and sequential mechanisms are distinct, programmers must decide to
implement a given object either as a parallel object or as a sequential object early in
program development. Because communication among distributed objects is expensive,
application programmers tend to make distributed cbjects large to minimize the inter-
actions between them and the resulting overhead. On the other hand, programmers
of libraries do not know the context in which their code will be used, so they often
choose a higher-cost, more general, parallel implementation rather than a cheaper se-
quential implementation [Greif et al., 1986]. This, in turn, inhibits use of the library by
application programmers concerned with performance. Libraries must provide general
purpose abstractions in both mechanisms to provide programmers with the incentive to
use them. Multiple mechanisms tend to discourage the specification of parallelism and
the construction of libraries.

The difference between local and remote communication costs in multiprocessors
is much lower than in distributed systems, which encourages more frequent commu-
nication within programs. Unfortunately, the appropriate binding of parallelism to
program components in such an environment is often not obvious before doing perfor-
mance experiments on completed code. For example, an algorithm for finding subgraph
isomorphisms using constraint propagation has potential parallelism in many places.
The two primary sources of parallelism are in searching the constraint tree, and in the
matrix calculations that prune the tree at each node. The coarsest parallelism is at
the tree search, so we expect it to have the least overhead. However, tree search re-
sults in speculative parallelism, so there may substantial wasted work [Costanzo et al.,
1986]. Parallelizing the matrix operations may provide better performance in spite of
the higher overhead. In multiprocessors, predicting the appropriate mechanism among
many may be difficult.

When programmers must choose parallelism early in program development, fixing an
incorrect choice or porting the program to a different architecture involves substantial
changes to the program. If a choice of a mechanism is incorrect, the programmer must
recode portions of the program and reintegrate it into the remainder of the program. In
addition, the mechanism used to implement an abstraction is often visible at the points
where the abstraction is used. Because the use of an abstraction may be distributed
throughout the program, a change in mechanism could involve rewriting much of the
program. Programmers will only make such changes under extreme circumstances.
This inhibits tuning the program to make optimal use of the parallelism available and
severely handicaps someone attempting to port the program to another architecture.
This latter problem is difficult enough so that programmers often write another program
based on the algorithm of the original program rather than port the program itself.




When language mechanisms enable programmers to bind parallelism late in program
development, choosing the granularity and location of parallelism becomes part of the
optimization effort, rather than the algorithm development effort.

2.2 Exploiting Parallelism

Recent approaches to the problem of specifying and exploiting parallelism typically rely
on a general strategy of representing much of the potential parallelism in an algorithm,
and then selecting an appropriate subset.! This strategy is a significant departure from
earlier practice, where programs described only the parallelism exploited on a given
machine, and therefore were difficult to adapt to a new architecture.

2.2.1 Parallel Function Evaluation

This dissertation focuses on explicitly parallel imperative languages because of their per-
formance advantage over functional languages. However, work on architectural adapt-
ability in functional languages can provide incites useful to explicitly parallel program-
ming. Functional programs have no side effects, so expressions may be evaluated in any
order. Therefore we can evaluate all expressions in parallel, and parallelism is implicit
in functional programs. There are two sources of parallelism in function evaluation, par-
allel evaluation of multiple arguments to a function and lazy evaluation of the value of
a function. Owing to the difficulty of automatically finding and exploiting the optimal
sources of parallelism in a functional program, several researchers have suggested the
use of annotations to specify lazy, eager, parallel, and distributed function evaluation
(Burton, 1984; Halstead, 1985; Hudak, 1986].

ParAlfl [Hudak, 1986; Hudak, 1988] is a functional language that provides annota-
tions to select eager evaluation over lazy evaluation, resulting in parallel execution, and
to map expression evaluation to processors. A mapped ezpression in ParAlfl can dynam-
ically select the processor on which it executes. An eager ezpression executes in parallel
with its surrounding context. By using a combination of eager and mapped expressions,
a programmer can select the parallelism to be exploited and map it to the underlying
architecture. The use of mapped and eager annotations does not change the meaning
of the program, which in a functional programming language does not depend on the
evaluation order. Thus, ParAlfl achieves a significant degree of architectural adapt-
ability, requiring unly changes to annotations to port a program between architectures.
ParAlfl achieves this goal only in the context of functional languages, however. Many
of the issues that we must address before we can achieve architectural adaptakility for
imperative programs do not arise in functional programs, including the expression of
potential parallelism, the effect of exploiting parallelism on program semantics, and the
relationship between explicit synchronization and parallelism.

Although pure Lisp is functional, most Lisp-based prograrming languages are im-
perative. Like ParAlfl, an imperative Lisp can exploit parallelism in function evaluation

'This idea is also effective in structuring parallelizing compilers [Quiroz, 1991].




by selecting either lazy or eager (and potentially parallel) evaluation. For example, Mul-
tilisp [Halstead, 1985) provides the function pcall for parallel argument evaluation, and
future for parallel expression evaluation. Qlisp [Goldman et al., 1990] is similar, but
provides more facilities for the conditional exploitation of parallelism. Unlike ParAlfl,
Multilisp is an imperative language with assignment. Since parallel execution may af-
fect the order of assignments, the use of pcall and future to introduce parallelism can
affect the semantics of the program. In particular, a programmer can use future only
when certain that it will not produce a race condition. Halstead advocates a combi-
nation of data abstraction with explicit synchronization and a functional programming
style to minimize the extent to which side-effects and parallelism conflict.

To the extent that only the side-effect-free subset of Multilisp is used, both pcall
and future can be thought of as annotations that select a parallel implementation
without affecting the semantics of the program. Like ParAlfl, a side-effect-free Multilisp
program can adapt easily to a new architecture with the addition or deletion of pcall
and future. However, Multilisp was not designed to be used in such a limited fashion.
A Multilisp program that uses side-effects to any significant degree cannot adapt easily
to a new architecture, since exploiting alternative parallelism in the program requires
that the programmer understand the relationship between side-effects and the intended
use of pcall or future.

2.2.2 Data Parallelism

Data parallel languages provide high-level data structures and data operations that
allow programmers to operate on large amounts of data in an SIMD fashion. The
compilers for these languages generate parallel or sequential code, as appropriate for
the target machine. Fortran 8z [Albert et al., 1988] and APL [Budd, 1984] provide
operators that act over entire arrays, which could have parallel implementations. The
Seymor language [Miller and Stout, 1989] provides prefix, broadcast, sort, and divide-
and-conquer operations, which also have parallel implementations. These languages
achieve architectural independence for one class of machine (i.e. vector or SIMD) by
providing a set of parallel operations that have efficient implementations on that class
of machine.

The Paralation model [Sabot, 1988] and the Connection Machine Lisp [Steele and
Hillis, 1986] support data parallelism through high-level control operations such as it-
eration and reduction on parallel data structures. These operations represent a limited
use of control abstraction, demonstrating that it can be used to define data parallelism.
Such operations are not a general solution to the problem of specifying parallelism
however, since parallelism is defined solely in terms of a particular data structure.

2.2.3 Fixed Control Constructs for Exploited Parallelism

Explicitly parallel languages typically provide a limited set of parallel control constructs,
such as fork, cobegin. or parallel for loops, which programmers use to represent and
exploit parallelism simultaneously. If the degree of parallelism specified using these
constructs is not appropriate for a given architecture, the resulting program is not effi-
cient. In general, the correspondence between the parallelism described in the program

10




and the parallelism exploited at run time is too restrictive in early explicitly paral-
lel languages; selecting an alternative parallelization often requires almost completely
rewriting programs.

2.2.4 Fixed Control Constructs for Potential Parallelism

Fortran 8z loosens the correspondence between potential and exploited parallelism with
the do across construct, which has both sequential and parallel implementations. Pro-
grammers use do across to specify potential parallelism, and the compiler can choose
either a sequential or parallel implementation as appropriate. Compilers on different
architectures may make different choices, thus providing a limited degree of architec-
tural independence. These choices are usually predefined by the compiler implementor;
the programmer has no mechanism to extend the set of choices<

The Par language [Coffin and Andrews, 1989; Coffin, 1989] (based on SR [Andrews
et al., 1988]) extends the concept of multiple implementations for a construct to user-
defined implementations. Par’s primary parallel control construct is the co statement,
which is a combination of cobegin and parallel for loops. The programmer may define
several implementations of co, called schedulers, which map iterations to processors
and define the order in which iterations execute. Using annotations, a programmer
can choose among alternative schedulers for co, and thereby tune a program to the
architecture at hand.

Any single control construct may not easily express all the parallelism in an algo-
rithm, however. Languages that depend on a fixed set of control constructs for paral-
lelism limit their ability to express certain algorithms easily. When the given constructs
do not easily express the parallelism in an algorithm, the programmer must either ac-
cept a loss of parallelism, or use the available constructs to express excessive parallelism,
and then remove the excess using explicit synchronization. The former approach lim-
its the potential parallelism that can be exploited, while the latter approach results in
programs that are difficult to adapt to different architectures. In the particular case of
Par, programmers must express all parallelism with co. It is tempting to create new
parallel control constructs by embedding synchronization within an implementation of
co. This approach changes the semantics of co however, and leaves a program sensitive
to the selection of implementations, violating the Par assumption that annotations do
not change the meaning of the program.

2.2.5 User-Defined Control Constructs

The problem with any approach to architectural adaptability based solely on select-
ing alternative implementations of a small fixed set of control constructs is that our
ability to describe potential parallelism is limited to compusitions of the parallelism
provided by the constructs. Chameleon [Harrison and Notkin, 1990; Alverson, 1990;
Alverson and Notkin, 1991} represents a first step towards user-defined control con-
structs. Chameleon is a set of C++ (Stroustrup, 1986] classes designed to aid in the
porting of parallel programs among shared-memory multiprocessors. It provides sched-
ulers for tasks, which are a limited form of control abstraction. Each task is a procedure
representing the smallest unit of work that may execute in parallel. Schedulers call tasks
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via procedure pointers. Because Chameleon uses dynamic binding in the implementa-
tion of schedulers, a compiler cannot implement tasks in-line. In addition, programmers
must explicitly package the environment of the task and pass it to the scheduler. The
resulting overhead is acceptable only when tasks are used to specify the medium and
large grained parallelism appropriate to shared-memory multiprocessors.

2.3 Distributing Data and Processing

For machines that distribute storage among processors so that access to another pro-
cessor’s storage is either slower or not possible, programs execute faster when data is
co-located with the processor that uses the data. In the absence of sharing, this co-
location would not be a problem. However, programs do share data, to varying degrees.
Techniques for maintaining the sharing of data while still co-locating it with processors
include process movement, data movement, and data replication. Languages that ex-
pect to execute in environments with distributed storage usually provide mechanisms
to control the distribution of data and/or processing.

2.3.1 Static Distribution

Distributed Processes [Brinch Hansen, 1978] provided a static mapping of processes to
processors. Since, all data was local to a process, the mapping of data was implicit
in the mapping of processes. The static mapping of processes meant that any change
in machine configuration required re-mapping the processes, and in the worst case,
rewriting the program to include more processes so that it could take advantage of
additional processors.

2.3.2 Embedding a Virtual Machine

To avoid the problem of adjusting programs to every change in machine configuration,
several early distributed and parallel languages presented a means to define a program-
dependent virtual machine, and then program in terms of this virtual machine. This
virtual machine usually had a finer grain than the real machines. The programmer than
separately specifies the mapping from the virtual mackine onto the physical machine.
Several virtual processors may reside on a single physical processor, but no virtual
processor may reside on more than one physical processor. Languages taking this ap-
proach include *MOD [Cook, 1980], NIL [Strom and Yemini, 1983], Hermes {Strom
et al., 1991] and Poker [Snyder, 1984]. Poker assumes virtual processors will be small,
whereas *MOD and NIL assume they will be at least moderately sized.

2.3.3 Dynamic Distribution

Later languages provide mechanisms for dynamically determining the mapping of pro-
cessing and data to processors. This enables programs to adapt to different numbers
of processors by computing an appropriate mapping. ParAlfl provides mapped erpres-
sinns that assign the computation of a function to a specific processor. Since ParAlfl is
functional, data is implicitly mapped with expressions.
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Emerald [Jul et al., 1988] also provides means for computing an appropriate distribu-
tion. Unlike the functional ParAlfl, Emerald was intended for an evolving environment.
To adapt to 2 changing enviionment, data and processing will need to move from one
processor to ancther. Emerald provides mechanisms for explicitly moving data and
processing.

Object Movement in Emerald

Emerald is an object-based language. When invoking an operation on an object, Emer-
ald will normally send the invocation to the processor containing the object for execution
by that processor. However, Emerald also provides mechanisms to determine the lo-
cation of ohjects, move an object to a node, fix an object on a given node, unfix an
object, refix an object (an atomic unfix, move and fix). Since an Emerald object may
contain a process in addition to data, object migration subsumes both data and process
migration.

Emerald adopts a reference model of variables in which objects consist primarily of
a few references to other objects (see section 3.3). Emerald proves a uniform semantics
for all objects, local, co-located, and remote. Mc™ . . 0bjcct may mean that others
will also need to move soon. Because of the .ne-grained nature of Emerald objects,
the explicit management of every c:sject in a program would become an unacceptable
programming burden. To solve this problem, the Emerald compiler attempts to find
objects that are only referenced from /i hin o secord object, and therefore should move
with the second object [Hutchinson, 1987]. Moving several objects at a time is much
cheaper than moving them individually. In cases where the compiler cannot discover
restricted referencing, Emerald provides the notion of attached objects. Attaching an
object to another means that when the second object moves, the first will move with
it. This enables programmers to build collections of related objects that maintain their
relative locality dynamically.

Emerald also supplies two hints for moving arguments to operation invocations, call-
by-move and call-by-visit. Call-by-move indicates that the argument object should move
to the node containing the called object. Call-by-visit indicates that the argument object
should move to the node containing the called object for the duration of the call and then
move back. The caller indicates the appropriate transmission method. Call-by-move
and call-by-visit hints at the point of call are appropriate since the caller understands
the context of the call, and the movement is independent of semantics. Unfortunately,
if the caller is a general purpose abstraction, the caller does not understand the context
of the call. So, embedding the movement semantics in the source again restricts the
programmer to ad hoc abstraction.

In Emerald, objects that will not change (immutable objects). such as code or static
tables, can not only be moved, they can be replicated. Replication ena. 2s information
that is shared, but not updated, to be accessed efficiently from any node. Emerald only
requires that the abstract value of the object not change; the representation of the value
is free to change over time.
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2.3.4 Disti bution via Data Abstraction

Data abstraction is a useful tool in parallel programming [Murtagh, 1983] as well as in
sequential programming. Recent languages rely on data abstraction to hide the distri-
bution of data and processing. With data abstraction, the implementation of a data
structure can change as the distribution needs change. For example, an array abstrac-
tion has several possible implementations. These include a contiguous representation on
a single node, a distributed representation where elements are divided among nodes, a
distributed representation where elements are associated with nodes in a modular fash-
ion, a fully replicated representation where each node contains a copy of the entire array,
and a partially replicated representation where each node duplicates only a portion of
the array.

Par

In Par [Coffin and Andrews, 1989], programmers define data abstractions for data struc-
tures that may be distributed. Later, programmers annotate abstractions to select an
implementation appropriate to the current architecture. For example, programmers use
an array abstraction, but later select a contiguous or distributed implementation of the
array. An implementation also exports a set of mapping operations. Programmers in-
voke these mapping operations when the pattern of access to a data abstraction changes.
Mapping operations allow the representation of the abstraction to change to meet new
access patterns. For example, when the program changes from read/write access to an
exclusive portion of the array to read-only access to most of the array, programmers
would insert an call to a mapping operation that changes the representation of the array
from distributed among processors to replicated across processors.

Not only is data abstraction useful for the distribution of data structures, it is also
useful for the distribution of single values [Coffin, 1990]. For example, many relaxation
algorithms have the form:

repeat
changed := false
for each element
compute new state
if new state # old state
changed := true
while changed

The straightforward parallel implementation of this algorithm distributes the elements
and state computations among processors. The problem with this implementation is
that each state computation will access the same shared “changed” variable. The re-
sulting contention wili cause poor performance for large numbers of processors. The
solution is to define a distributed boolean type. The distributed boolean type could
implement the assignment by updating a local copy of the boolean, and then when the
value is requested via the read, examine each processor’s copy and return the latest
value. Of course, we could also provide the standard single-valued implementation in
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place of a distributed implementation. In either case, the use of the boolean variable
does not change.

In Par, programmers distribute data by building data abstractions based on dis-
tributed arrays. Programmers distribute processing with schedulers, which are dis-
tributed throughout the machine. The programmer is responsible for maintaining, via
annotations, the appropriate correspondence between data distribution and process dis-
tribution.

Chameleon

Chameleon [Harrison and Notkin, 1990; Alverson, 1990; Alverson and Notkin, 1991] is
a C++ library providing several data abstractions and their corresponding schedulers.
For example, the array representations include contiguous, replicated, and distributed.
The Chameleon library selects the appropriate implementation at runtime.

Chameleon programmers represent work in terms of chores. A chore consists of a
work procedure and a set of characteristics describing the procedure. These characteris-
tics include unit cost, for determining granularity; and parameter access type (read-only
or read-write), for managing software-caching. The scheduler works in terms of tasks,
which are a composite of chores and a preferred schedule of execution. A partitioner
procedure defines the schedule and calls the work procedure.

Chameleon improves on Par by more tightly integrating scheduling with the data
it accesses, but at the cost of considerable programmer effort in describing the chores
and tasks. Part of Chameleon’s descriptive cost arises because C++ lacks mechanisms
to represent control abstractions. Because programmers must describe loop bodies as
separate procedures, environments and parameters must be explicitly packaged, which
inhibits the wide-spread use of Chameleon data abstractions. This, in turn, means
that programmers will describe less potential parallelism within their programs, and
therefore limit the class of architectures for which the programs are effective.

2.4 Choosing Communication

Communication costs vary significantly across architectures, and the degree of paral-
lelism and the distribution of data among processors determines the need for communica-
tion. When programmers must explicitly specify communication, there are two possible
inefficiencies. First, programmers may specify communication at such a fine grain that
the communication overhead results in poor performance. Second, programmers may
underspecify communication, so that too many processors wait for work.

Most programming languages provide no help to the programmer in specifying an
appropriate balance in communication. Instead, they rely on the programmer to pro-
gram at a granularity appropriate to the class of target architectures. If we wish to
write programs that adapt to a wide range of architectures, we must provide a means
to easily insert and remove inter-processor communication.
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2.4.1 Virtual Communication

One technique for adapting communication to the architecture is to specify virtual
communication and then package virtual communication into physical communication.
For example, Poker expects programmers to use fine-grained communication via small
messages between small virtual processors. Poker then applies compiler techniques
to combine several small messages into a single larger message. Combining messages
reduces the number of messages, which makes message overhead commensurate with
the architecture.

2.4.2 Communication via Invocation

Emerald also expects programmers to communicate at a fine grain, but via object in-
vocation rather than explicit messages. Object invocation traditionally uses procedure
implementations and Emerald takes advantage of this implementation when object re-
side on the same processor. When performing an invocation on a remote object, a pro-
cedure implementation will not work, and Emerald implements invocation via messages.
This is an instance of the general technique known as remote procedure call. Emerald
provided a significant improvement over earlier remote procedure calls by making the
semantics of remote procedure calls identical to local procedure calls. Programmers use
the same communication mechanism, the operation invocation (procedure call), at all
levels in the program. The Emerald implementation introduces communication among
processors only when necessary.

Programs communicate between referencing environments, not processes. The lit-
erature often thinks of communication as between processes, but this is primarily an
accident of early programming languages providing a referencing environment identical
to the process. When we associate communication with object invocation, we move
closer to the idea of communication between referencing environments.

2.5 Summary

Early parallel programming languages provided mechanisms that explicitly controlled
the parallelism, distribution and communication within programs. Programs written
in these languages usually executed efficiently only on the architecture for which they
were originally written. Later languages provided constructs that described potential
parallelism, rather than exploited parallelism. Then, late in program development, pro-
grammers could change the exploitation of the parallelism provided by those constructs.
Thase [2nguages were the first step in achieving architectural adaptability. Recent lan-
guages focused on the use of data abstraction in parallel programming, particularly with
respect to distribution. Data abstraction enables programmers to adapt programs to a
greater range of architectures than a fixed set of parallel constructs.
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3 — Matroshka Model and Rationale

Erverything should be made as simple as possible, but no simpler.
— Albert Einstein

This chapter describes the Matroshka (Marpémxka) model of parallel programming and
its rationale. The model has three goals:

Transparency: The model should not hide significant architectural capabilities.

Uniformity: The model should provide uniform mechanisms for defining program el-
ements, reguardless of their eventual implementation.

Efficiency: The model's mechanisms should have efficient implementations.

The Matroshka model uses a few, carefully chosen, general mechanisms for uniformly
defining sequential and paralle] abstractions to achieve a rich programming environment.
In describing SR, Andrews et al. [1986] state “Thus a distributed programming language
necessarily contains more mechanisms than a sequential programming language.” The
Matroshka model contradicts this statement; the generality of its mechanisms results in
fewer mechanisms than commonly found in sequential languages.

The Matroska model supports data abstraction with objects, with synchronous op-
eration invocation and concurrent operation erecution. That is, operations on objects
execute synchronously with respect to their invokers, and execute concurrently with
respect to other operations on the object. Operations may reply early, which enables
an operation to continue concurrently with its invoker. Unlike most object-based pro-
gramming languages, Matroshka uses a copy model of variables and parameters. Finally,
Matroshka supports control abstraction via first-class closures.

Matroshka is not a programming language. It leaves many issues in language design
unspecified in the model, such as syntax, inheritance, static or dynamic typing, etec.
So, the model has a wide range of possible instantiations as a programming language.
To make the presentation concrete, this dissertation defines the Natasha (Hardma)
programming language. Natasha is a statically typed prototype language, intended
only to illustrate the concepts in this dissertation. As a prototype language, it does
not provide many features that are desirable in a production quality language, such as
inheritance. Appendix A rontains the Natasha language definition.
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3.1 Uniform Data Abstraction

We may wish to use different representations for data depending on the architecture.
To change representations easily, we must abstract the data. Mechanisms for data
abstraction must provide for treating a collection of variables as a single item, and
provide a means to define operations on the collection. Mechanisms for data abstraction
include Modula-2’s modules [Wirth, 1982], Ada’s packages [U.S. DoD, 1983], and CLU’s
clusters [Liskov et al., 1977].

3.1.1 Single Data Abstraction Mechanism

Many parallel programming systems have two mechanisms for data encapsulation, one
for global and parallel abstractions and one for local and sequential abstractions. This
dual mechanism splits the programming environment into two qualitatively different
models of interaction, introducing an artificial granularity in the programmer’s specifi-
cation of parallelism. A better approach is to provide a single encapsulation mechanism
that applies uniformly to both parallel and sequential abstractions.

A language provides uniform data abstraction when all program elements, from
primitive language elements to large user abstractions, use the same data abstraction
mechanism, regardless of the intended concurrency within the elements. If a data ab-
straction mechanism is to apply uniformly to all elements, it must only provide abstrac-
tion. Additional semantics lead to multiple mechanisms because program elements may
need to differ on the other semantics.

The presence of only one abstraction mechanism does not imply only one imple-
mentation for that mechanism. If an abstraction mechanism is to apply to all program
elements, it must have implementations suitable to all element sizes and uses. Program-
mers may then choose the appropriate implementation late in program development.

3.1.2 Data Abstraction via Objects

The Matroshka model provides data abstraction with the object. Every data item within
a program is an object. Each object has a state represented by the states of its com-
ponent variables. Programmers may invoke operations that manipulate the internal
state of an object by invoking operations on component objects. The invocation of
an operation is the sole mechanism for changing the state of the object. Thus, opera-
tion invocation is the fundamental communication mechanism in the Matroshka model.
Matroshka objects are only an encapsulation mechanism.

The object model provides natural abstraction of data, from simple integers to
databases. Identical syntax and semantics for operations on such disparate objects
can still have very different implementations. For example, an integer will likely have a
single machine word representation. A database will likely have its representation split
between volatile and non-volatile storage.

Objects also provide natural units for distribution. Distributed systems and non-
uniform-memory-access multiprocessors have substantial performance differences de-
pending on whether communication occurs within a processor or between different pro-
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cessors. Objects provide a natural destination for communication, and hence aid the
programming system in reducing communication costs.

Objects tend to reduce the referencing environment of any one piece of code. For
example, without objects programmers tend to share a common pool of variables and use
them in an unstructured way. Programmers using objects tend to collect variables into
objects and limit variable access to a small set of operations. This reduced referencing
environment originally served to reduce programming errors. In parallel programming,
a smaller referencing environment means that there are fewer potential objects with
which another object may communicate. Fewer destinations for communication means
that programmers and programming systems may more easily analyze the program for
possible race conditions and parallel optimizations.

Ia summary, objects provide a single set of syntax and semantics that enables a
wide variety of implementations for different objects, that provides a destination for
communication, and that reduces the referencing environment.

3.1.3 Objects in Natasha

Natasha programmers define object types in terms of the set of variables the object con-
tains, and the methods that implement operations on the object. Object type definitions
have the form:

type-name: object

{ var-name: .
var-name: ...
method operation-name parameter: type { ...};
method operation-name parameter: type { ...};
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